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GENERAL NOTES

These comments from the IDESG Framework Management Office staff provide written follow-up for the feedback you received in the recent Atlanta plenary, and provide some additional notes that may be helpful to you as you finalize your first drafts of the IDESG "baseline functional requirements" for your topical domain.

As discussed in Atlanta, while multiple issues have been raised about the drafts delivered on January 15, this is only one round of a series of discussions and examinations, seeking feedback and improvement.   Inevitably there will be future additional external as well as internal feedback cycles over time, in an open and iterative community process.

IDESG management has set a March 16 deadline for the completion of this first phase of work by the committees.  The practical consequences of that timeline are NOT that any later work will be ignored or unused;  but rather, the first draft instrument being prepared by IDESG for June 30 release likely will only be able to consider and fully integrate material provided by the March deadline.

Per the IDESG Strategic Plan and IDEF Plan, aggregate review and harmonization of the proposed requirements will begin immediately after the March deliveries.   As discussed in Atlanta, we expect that multiple cross-harmonization issues will arise -- such as vocabulary normalization, cross-references among requirements lists, and editorial style;  however, some of these may be most easily addressed during the post-March joint review.   For that reason, we respectfully suggest that your committee direct some attention to the issues which rely most heavily on your individual expertise , and so might benefit the most from additional attention between now and March:

    1.   Sorting/prioritization:    The set to be published in June explicitly are intended as "baseline" requirements, which we understand to be the minimum set of requirements that you believe are necessary for identity and federation exchange transactions today.  Thus, proposed requirements which are not widely feasible to implement at this time, with current technology, or are aspirational goals properly in a best practice set but not an initial mandate for all participants, should be considered for potential postponement until the second round of "full" requirements, which are contemplated by our strategic plan for  work in 2016.

Another way to look at this is to ask two questions, for each proposed requirement:  First, would failure to pass this test, by itself, be a good reason for a participant to be excluded from further federated identify data transactions?  Does this amount to an expulsion criterion?  Second, what is or should be an participant's opportunity to correct or "cure" the failure?   Should the requirement itself describe some limits or processes around how and when corrections should be expected?   

If there are 15 criteria, is it meaningful if a self-assessment reports "11 out of 15" positive results?   Or are there some elevated ones, e.g. (as a random example), to be deemed a sufficiently secure identity data trading partner, you must comply with 1, 2, 3 and 4, you must comply with either 5 or 6, and you should comply with 7 through 15?   It may be possible to clarify this, in some cases, with thoughtful application of the words "MUST", "SHOULD" and "MAY" or similar. 

    2.  Roles:    Where proposed requirements only apply to particular parties or roles, this should be made explicit, in each requirement statement, so that a reader readily can understand whether it is being asked to comply.   Eventually, in our post-March analysis, we hope to have each of those role relationships explicitly tied out to the IDESG Functional Model.   For now, the most important contribution that a committee can make to confirm that each requirement at least identifies its targets – whether relying parties, identity providers, or otherwise.

    3.    Existing Rule Sets or Guidance:   It also will be important to offer the community requirements that relate, where possible, to known or understandable criteria already in existence.  Where this has not already been done, it will be tremendously helpful if the committee's experts identify any particular known external rules, practices, standards or regulations that relate to each proposed requirement that's built on them or may relate to them.

NOTE:  Much of the draft work of committees delivered in January did an excellent job of satisfying some or all of the above considerations.  So please don't take these general suggestions above as an indication that the recommended elements were missing in all cases.

Of course, any other elaborations or improvements that the committees wish to make also are welcome.  We hope that the FMO staff presentation in Atlanta on various aspects of the quality of written requirements was helpful  (slides: http://www.slideshare.net/JamieClark1/idesg-fmo; or long video: youtu.be/Tn9PW1b5DL4) , as well as the more specific feedback items noted below.  

The specific reactions of Atlanta live and remote plenary attendees were captured as a report for your consideration:  http://www.slideshare.net/JamieClark1/idesg-fmo-reqts20150129.   

However, obviously, the content of these requirements belongs to the entire organization via its experts (you) and its Plenary, which must approve the material before it's used in official tools or external recommendations.

Please feel free to contact us at any time with questions or comments; specific notes on the January 15 draft requirements delivered by your committee follow below.

SPECIFIC ISSUES

A.    Generally applicable to the Privacy draft set:  The FMO notes with gratitude the details and comments you provided on the High Level Requirements, and your work to specify relations to defined actor roles and core operations.   Your work accurately anticipated, and will significantly shorten, the analysis needed to publish the requirements.   

B.   Are there established or usable metrics available, that can be noted for the benefit of self-assessors, for evaluating the kinds of data minimization practices sought in Requirements #1, #2, #3 and #5?  

C.   In Requirement #2, does "individual's data" mean data about an individual?   Are there classes of data (e.g., widely publicly available data, or non-PII) that would not always be subject to this requirement?     

D.   In Requirement #2, is there any guidance available on how the "purpose" of a transaction is identified, when applying this criterion?   What happens if an assessed party unilaterally claims that the proper purpose is very broad?   Where does individual subject/user assent factor into a definition of purpose?

E.   Requirement #3 proposes a time-limit for retention of certain data, with an exception for legal requirements.   Are there other purposes (such as audit requirements) that are not required by law but nevertheless represent appropriate retention?

F.   Requirements #1, #3 and #5 generally propose limits to collecting, using or keeping "data," without describing any limit on the kinds of data being constrained.   By contrast, Requirement #2 uses "individual's data", #4 applies to "personal data",  and #19 uses the phrase "users' personal information."   Are these deliberate distinctions?  Are some of your requirements in fact intended to apply to all data, of any kind?   How should self-assessors interpret the phrase "personal data," and its cognates here, or relate it to other classifications that they may be tracking, such as PII?     (Another interesting limitation formula, used in your Requirement #7, is "data used in identity assurance solutions".)  

G.   Does subject/individual consent enter into these distinctions about what kinds of data ought to be limited?   Ought intrinsically-private data be treated as a separate class than data made private by designation?

H.   It may be helpful to some readers to unpack or further explain the phrase "data aggregation" in Requirement #5.   Once that's done, it may be useful to compare the practical meaning of this requirement to the earlier ones in #1 and #2, to assess any  overlaps:  what use cases might constitute a failure to comply with #5 that would not also violate #2?   Is #5 a subset of #2?   

I.   More work may be needed to illustrate what the word "appropriate" means in Requirement #6.   For example,  this requirement might not exclude giving a person the right to delete their criminal record from public records, or their unfavorable employee reviews from the employer's HR file.

J.   Requirement #7 refers to the "necessary quality of data."   This phrase may need further explanation.   Is that intended to mean, for example, that an identity provider may be held responsible for employing only authenticating or attribute data with certain minimum levels of data quality or reliability?    How would that be self-assessed and measured?   One problem with "minimum levels" is that the acceptable risk of error may vary with the type of transaction being supported by an identity assertion.   In any case, the requirement should provide a clearer sense of how compliance would be achieved.   

K.  What does "overall participation in the Identity Ecosystem" mean, in Requirement #8?   Exit from a federation?   

L.   Requirement #8 suggests some data destruction and return imperatives.   Some review may be needed about what is legally possible here, such as in the US line of cases about private data transferred in bankruptcy asset sales.  

M.   What would qualify as conformance with Requirement #9 in a self-assessment setting?

N.   What does "and advocacy on behalf of," mean in Requirement #10?    

O.   The scope and direction of "downstream"  in Requirement #11 may need clarification.   Does this suggest a first receiver's obligation to pass along any designated restrictions along with the data to a subsequent second receiver?   What methods, policy mapping or other predicates would be necessary or useful in order to do so?   Does it matter whether the second receiver is disclosed to or consented by the subject/individual?  or Can we identify examples that exist today?   How would service intermediaries or portals figure into this cartography of successive recipients?

P.   What practical standard is intended for "feasibility" in Requirement #12 and #18?   (The current phrase, "where feasible" risks being differentially interpreted by readers, as anywhere from "at any cost if possible," to "when commercially reasonably in light of the risk," to "if you feel like it and can posit a reason.")  

Q.  In Requirement #12, what does the phrase "and/or uniquely identified" describe?  A transaction personally identified to the subject/individual?   An alternative pseudonymizing method by which unique users are persistently defined, but only by a token unassociated with PII?    

R.   How is Requirement #13 different from Requirement #1?  Is it a subset?

S.   What is intended to be the meaning of, and criterion for assessing, Requirement #14?

T.   Requirement #15 might be made more clear to lay readers with examples.   example, a locked file cabinet in a locked room is, arguably, "lower in the technology stack" than an encrypted data file.  

U.   Requirement #19 appears to contain approximately four requirements, which might be better re-stated as distinct declarative sentences.    

V.   The phrase "compensating controls designed to mitigate privacy risks that may arise," in Requirement #19, might be made more clear to lay readers, by providing examples, particularly if multiple possible mitigation methods may be possible (in addition to the one named:  "seeking express affirmative consent").   
W.   What does the phrase "meet other stated requirements" mean, in Requirement #19?
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