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Draft criteria for the US Federal Privacy Profile, v. 1.0, dated 10-06-24 and
in alignment with NIST 800-53 Appendix J

Version 1.4 9/13/11 
Definition issues in yellow
Proposed language is highlighted in gray.  Optional or alternative language is in [square brackets].
These criteria apply to Credential Service Providers (CSP) providing US Federal Agency applications under the Open Government program.

[New Definition:  Affirmative consent means that an individual voluntarily takes a positive action (such as signing a form, checking a box, or responding to a simple challenge-response test) after receiving adequate notice about the consequences of providing consent.]
[New Definition:  Marketing means to make a communication about a product or service that encourages a recipient of the communications to purchase or use the product or service.]
1.1 Informed Consent 

A CSP must:


a) provide to the identity subject a copy of the CSP’s terms of service, which must:


1) be clear and concise;



2) describe how the CSP operates;



3) specify the types of information about the identity subject that will be collected from or verified by a third party; and 


4) disclose the types of information that may be disclosed to a Relying Party; 

b) obtain affirmative consent for the CSP’s terms of service from an identity subject before collecting or verifying [identification or transaction] information about the identity subject from a third party;


c) not use or disclose [identification or transaction] information about the identity subject for [1) marketing]; or [2) any purpose not permitted under [the No Activity Tracking standard]];


d) disclose to an identity subject [immediately] prior to each authentication transaction each element of information about the identity subject that will be disclosed to a third party, including a specification of each data element not required by the authentication transaction, [unless the identity subject has indicated that the disclosure is not necessary and the information to be disclosed has not materially changed];


e) offer to an identity subject, [immediately] prior to each authentication transaction, an easy-to-use mechanism to prevent the disclosure of any [data element] [attribute] not required by the authentication transaction through an easy to use mechanism;


f) obtain affirmative consent from an identity subject [immediately] prior to an authentication transaction, [unless the identity subject has indicated consent to future transactions and there has been no material change in the transaction]; and


g) maintain a mechanism to collect, maintain, and comply with identity subject choices.
Drafter’s Notes and Questions


1. Each of the three source documents (Kantara, NIST, ICAM) emphasizes different aspects of informed consent, with Kantara and ICAM somewhat more narrowly focused.  NIST much more broadly addresses informed consent for collection, use, maintenance, and sharing.  NIST would allow some forms of consent to be opt-out, but the broader scope of the NIST document may make opt-out less applicable to authentication activities.


2. The Kantara source document uses the term identity subject, which is not a defined term.  There is a defined term for subject and for subscriber, but the definition for subject is an entity that is able to use an electronic trust service subject to agreement with an associated subscriber, and that does not see to be the same thing as an identity subject.  Individual or user might be a possible alternative, but it may not work if entities have credentials.  A user could be defined as the subject of a CSP credential record (although the use of subject here is troublesome because it is a defined term).  An alternative is focus of a CSP credential record.  Identity subject is a mildly awkward term.

3. There are two levels of notice.  First is the CSP’s notice of its terms, which requires affirmative consent.  This notice is presumably given once with occasional renewals.  Then there are notices for each transaction.  If a user opts-in to the service and then asks for a specific verification, there is another opt-in.

4. At AL-1, can/should there be a different policy because data is self-asserted, unverified, not complete, and not as sensitive as at higher levels?  Could AL-1 allow opt-out for some or all data elements, with opt-in at higher levels for some or all data elements?  Should an identity subject of an AL-1 activity be allowed to say that the consent is good forever, for a year, until cancelled, or otherwise?  It would be annoying for an identity subject to be obliged to opt-in all the time for a basic (and non-PII based) activity used multiple times a day.  ICAM would allow a “don’t show me this message again” option.  Should there be different consent standards for AL-1, AL-2, etc?  


5. Notice issues for transactions are further discussed under Adequate Notice.


6. Should there be a distinction between information collected for ID verification and information from transactional activities?  This will come up in the Activity Tracking part, but it is relevant here as well.  It might make sense to require consent before collecting credentialing information from a third party so that the user knows happens when the user signs up for a specific credential.  


6. Proposed 1.1 c) here would ban uses and disclosures for any marketing and all secondary purposes.  But an alternate formulation could allow processing with affirmative consent.  For example, the requirement could be that a CSP must obtain affirmative consent from an identity subject [immediately] before using or disclosing information about that identity subject for 1) marketing; or 2) any purpose not previously disclosed to the identity subject.  The activity tracking framework seems to prohibit secondary uses, but it does not address whether secondary uses can proceed with affirmative consent.  It would be appropriate to provide a clear answer one way or the other.  If secondary uses/disclosures are allowed with consent, the process could be controlled with procedural requirements, including time limits.


7. Marketing is specified in the draft because it is an activity sometimes separately controlled in privacy standards, and an express policy may be an efficient way to avoid temptations.  The second part of 1.1 c) may ban marketing without the specific mention.


8. There is a defined term for attribute.  The term information is not defined.  Should attribute be used instead?  Instead of data element too?  The corresponding term in the minimalism standard is attribute not data element.
*****
1.2 Optional Participation


A CSP should, if it provides identity services as part of its business processes [or activities] to its own employees, faculty, students, or other affiliated individuals, allow the individuals to opt-out of using the CSP’s identity services to gain access to a Federal [and state] government application if access is not required by the [individual’s] [CSP’s] organizational responsibilities or there is an alternate means of access to the government application.
Drafter’s Notes and Questions


1. This assumes that anyone providing identity services is a CSP.  If that is not right, then the entity to which this standard applies needs to be changed.  Identity services is not a defined term.  Is there a better, clearer term?  The Service Assessment Criteria Document talks in various places about service definition (see, e.g., AL1_CO_NUI#020; AL2_CO_NUI#020; AL3_CO_NUI#020), but that may not be the same concept here.

2. The term business process is not clear.  Does a non-profit organization have business processes?  Adding the word activities might be clearer and more encompassing.  Business process is not a defined term.

3. The term organizational responsibilities is not clear  If the organizational responsibilities being referred to are those of the individual, the meaning is something like for the individual to function within the organization.  It cannot be tied to a job requirement, especially if students are possible users in a school setting.  

*****

1.3 Minimalism


A CSP must transmit only those attributes [about an identity subject] that are a) explicitly requested by the Federal Relying Party application; or b) required by the Federal identity assertion profile.
Drafter’s Notes and Questions


1. NIST has a much more elaborate minimization requirement that addresses collection, calls for periodic review, and promotes anonymization.  Whether any minimalism principle should apply to the initial data collection for verification is not addressed in the Kantara profile.  NIST seeks to implement the federal requirement limiting collection of PII to relevant and necessary information.  Other Kantara requirements may already address minimization.


2. Minimization as discussed here applies to data disclosure to a relying party.  Perhaps there should be an independent minimization requirement for data collection to prevent the creation of more comprehensive dossiers.  It’s an important principle of Fair Information Practices.  Collection needs would, of course, vary with the level of credential.  

3. Section 1.1d requires a CSP to offer an identity subject an opt-out for data elements not required.  Should there be a cross reference?  Should the requirement for an opt-out be here rather than there?


4. Section 1.1d uses the term data element while this provision uses the term attribute.

5. Should there be any possibility of sending additional information if requested by an identity subject?  Suppose that a frequent flyer number is not a required element, but the identity subject wants to share it.

*****

1.4 Unique Identity
A CSP must


a) give a persistent abstract identifier unique to an identity subject for any Federal application that does not require personally identifiable information; and


b) when allowed by the technology, create a unique identifier for an identity subject that is also unique to each Federal application.
Drafter’s Notes and Questions


1 There is no equivalent principle in ICAM, NIST, or in any privacy standard.


2 Terminology items.  


(a) The Kantara original used the term individual identity subject, which is not a defined term.  The superfluous modifier individual has been dropped.


(b) The Kantara original uses the term personally identifiable identity information (PII), which is not a defined term.  The more familiar term generally is personally identifiable information (PII), which is used in the draft.


(c) The standard when allowed by the technology is not an especially clear standard.  Something may be allowed by the technology but administratively or financially infeasible.  Alternatives are:  (a) When feasible; (b) When practicable; or (c) When practical.
*****
1.5 No Activity Tracking

A CSP may not 
disclose [identification or transaction] information about an identity subject’s activity regarding any [Federal] application to any other party; or use the information [for any purpose or activity] except 


a) for proper operation of the identity service; or


b) as required by law.
Drafter’s Notes and Questions


1 The provision here is titled no activity tracking, but that is not what the text does.  It regulates use and disclosure but not recording of information about transactions.  That title is misleading.

2. ICAM has a flat ban on disclosures.  It employs a different standard for secondary use:  any purpose other than federated authentication.  That standard is not defined and may be unrealistically narrow.  Fraud detection and subpoenas must be accommodated.  NIST ties use to a Privacy Act of 1974 standard not directly relevant here, one that is interesting nevertheless – to employees who have a need for the record in the performance of their duties).  NIST’s disclosure limit also track the Privacy Act, but the Act’s disclosure rules are too flexible to be relevant here.

3. Can uses/disclosures be made with an identity subject’s consent?  If so, what is the nature of the required consent?  Disclosures can presumably be made to the identity subject, although that is not clear here.  It is addressed later under dispute resolution.

4. Should there be a different standard for identification information than for transaction information?  The focus here seems to be on transactions (activities).  


5. Some issues raised by permissible disclosures apply to uses.  A large company that offers identity services along with its other activities may be tempted to use the wealth of data for marketing or other purposes.  Many uses can hide under plain vanilla proper operation standard.  One could limit uses through a firewall requirement or with more express language as proposed (for any purpose or activity).  There are requirements in the Service Assessment Criteria document about distinct management and operating structures.  See AL3_CO_ESM#070.  That provision may not be broad enough or specific enough to cover all circumstances.


6. Will it always be possible to identify a federal application?  What about government contractors and grantees?  What about joint federal-state activities?  If the document is tied expressly to federal agencies (not necessarily an inappropriate choice), it may require considerable change to use in other contexts.  A state will not be able to use it because the policy here is too intertwined with the Privacy Act of 1974.

7. The original “information regarding Identity Subject activities with any Federal application” language is awkward.  Substitute language proposed here is not much better.  Would just plain “about an identity subject’s activity” work?  Is transactions better than activity?  Would actual or proposed transactions be clearer?

8. The first exception is troublesome.  Problem resolution in the original document is not that clear a term and may be too limiting.  What about ordinary operation of the service, such as disclosing data to service providers, lawyers, accountants, cloud computing vendors, etc.  The disclosures may not relate to the specific solving of any problems, and that language has been dropped from the original.  Should any disclosures under this exception be controlled with respect to further use and disclosure by an authorized recipient?  Perhaps with language that limits use/disclosure to those permitted under this provision, under contract with the CSP, or when required by law?  The entire HIPAA business associate notion could be dragged in here, although the full thing would be overkill.  A CSP could be left with the responsibility of addressing use and further disclosure of personal information by its service providers.

9. One could also suggest a standard for service disclosures, such as reasonably necessary or the like.  The current language has no standard so that a CSP is free to argue that any disclosure it chooses to characterize as supporting operations is allowed.  One could also impose a minimum necessary requirement for disclosures.  Thus, an alternative might limit disclosure to the minimum information reasonably necessary for operation of the identity service.  


10. Should the disclosure limits apply only to identifiable data?  Or individual level data?  Aggregate or de-identified data could be made available for research or other purposes if an identity subject’s privacy interest is adequately protected.  Data use can be controlled with a data use agreement that limits how the recipient can use the data (or reidentify it).  

11. Should there be a requirement to maintain a disclosure history even for ordinary service disclosures?  Disclosure histories are a two edged sword.  They are useful and probably essential for accountability.  But if histories include credentialing activities, then the result is a history of all transactions.  That history is a privacy flash point in a credentialing system, which could become a complete history of all user activities across the Net.  However, without records, there may be no accountability.  One potentially easier idea is to maintain histories of service disclosures but not transaction disclosures.  Or to require destruction of transaction disclosures on a short and fixed schedule.  There may be other approaches to the problem, some involving the use of encryption.

12. Continuing on with tracking/history, use and disclosure limits are fine, but if information is recorded, then it can be obtained by the police through search warrants and by anyone with a subpoena.  Should the provision be renamed?  Should there be a more express no-tracking standard or language?

13. Required by law is a familiar standard, but a very loose one.  An agency of a municipal government in a state can issue a regulation requiring disclosure of the mayor’s transactions to the local newspaper.  That’s law.  There are ways to slice the issue here.  One could specify court orders as one category to deal with that aspect of compulsion.  Thus, order of a court of competent jurisdiction helps and allows for fighting over what the limitation means.  It might be read to exclude an order of an out-of-state court or a North Korean court.  The term law is very broad.  It could be limited to statute, federal statute, federal or state statute, federal statute or regulation, or in some other way.  It helps some that these disclosures are allowed but  not required by the provision.  

14. What happens to the framework and to activity tracking in general if Congress passes a data retention law?  Current proposals may not apply to identity providers, but anything is possible in the future.  The general problem already exists in Europe, where national data retention laws are an EU requirement (and a controversial one), and whether those law apply to identity providers has not been researched.  

15. A broader question is what happens if an identity provider based in another country (Canada, EU, or others) provides credentials for access to U.S. government systems.  Other data protection laws will impose different or additional requirements on data controllers.  This may not be a major problem if no Kantara requirement conflicts with other data protection laws.   
*****

1.6 Adequate Notice
A CSP must

a)  at the time an identity subject initiates access to a Federal government application, display to the subject any text provided by the application, including:


 1) a general description of the authentication event; 

2) a description of any transaction with the Federal application; 

3) the purpose of the transaction; and 

4) a description of any disclosure or transmission of information about the identity subject that the application requested from the CSP;
b) allow the subject to cancel the transaction before any of the subject’s information is shared with the application; and
c) make available in a timely and effective fashion to each identity subject, each potential identity subject, and the public a clear and concise notice of its privacy practices, including a general description of:


 1) the types of personal information collected, including whether each data element is required or voluntary;

2) all sources of personal information; 

3) how the personal information is used and disclosed; 

4) the manner in which an identity subject can exercise choice and express consent; 

5) the procedures by which an identity subject can utilize the CSP’s dispute resolution process to complain about any CSP failure to comply with its terms of service or privacy policy; or to obtain access to or request correction of information about the identity subject; and 

6) how personal information is stored and how and when it is disposed of when no longer required.
Drafter’s Notes and Questions


1. As originally stated, the provision here says very little.  It does not require anyone to do anything directly.  The Service Assessment Criteria document has notice provisions at AL2_CO_NUI#020 among other places.  How all these notice requirements will fit together is not clear.  Regardless, the requirement here does not tell the CSP to display a notice or give a firm right to cancel an access transaction.  This hardly seems to meet any concept of adequate notice.  The reformulated text requires display of notice and a firm opportunity to cancel.  This is more consistent with the ICAM requirement.  NIST covers the Privacy Act’s general requirement for public notice as well as notice to an individual providing information to an agency.

2. Even as reformulated, the provision does not require notice.  However, to the extent that a transaction will only involve a federal government agency subject to the Privacy Act of 1974, that Act requires the agency to provide both public notice and individual notice.  So if agencies are complying with the law – a dubious proposition in some instances – both types of notice will exist, with the content defined by law and presumed to be adequate.


3. There is a problem with relying on agencies to provide notice because the Privacy Act allows the CIA and many criminal law enforcement agencies to exempt themselves from the individual notice requirement (but not the public notice requirement).  Whether these agencies will exempt systems of records employing identity authentication is unknown, but agencies tend to apply all the exemptions available to them by law and to sort out matters later, if at all, on a discretionary basis.  Thus, there is no guarantee that all federal agencies will be required to provide notice for all identity transactions.  This leaves notice in limbo as there may be no notice, let alone adequate notice, in these cases.


4. If the text of the notice is to be provided by federal agencies, then they will either comply or not.  It is not clear how this framework could require agencies to do anything.  It could impose an obligation on a CSP to make sure that there is both a notice and an adequate notice, but that requirement would more than likely induce them to simply shut down any service where the federal agency did not provide a notice.  It seems inappropriate to have CSPs enforce any Privacy Act obligation on federal agencies.  If this same framework ever applied to a state agency or private party, the problem of a lack of notice from an application would be more serious.


5. The fourth descriptive element was PII about the individual.  However, since not all transactions will involve PII, the text has been changed to information about the identity subject.  Information that might be shared, PII or not, should be disclosed.  An example is location.


6. A CSP should have its own obligation to provide notice both to the public and the individual of its own information practices.  This has been added here, made up out of whole cloth, but following general privacy standards and the ICAM provision.  The notice language also meets the obligation under the informed consent provision for adequate notice.


7. Should all assurance levels have the same privacy notice?  All notice needs may be met by one common notice, but that notice may become more elaborate and harder to understand.

*****

1.7 Termination
A CSP must


a) 1) in the event that it ceases to provide an identity service; 

2) when personal information is no longer necessary to fulfill the purpose for which the information was collected; or

3) when the preservation of personal information is no longer required by law

destroy personal information maintained for the identity service as soon as practicable;

b) until personal information is destroyed, protect the information with appropriate administrative, technical, and physical safeguards to insure the security and confidentiality of the information to protect against any anticipated threats or hazards.
Drafter’s Notes and Questions

1. The original language calls for protecting data after the service ceases.  It seems anomalous to have a security standard then and only then apply it after service ceases.  Since there is no other place here that addresses security, general language on security (borrowed from the Privacy Act of 1974) was added.  Security may be adequately addressed elsewhere in the Kantara set of requirements, in which case this language is unnecessary, as would, perhaps, be the requirement to maintain security after termination.  Termination is addressed, e.g., at AL1_CO_ESM#055.  Does security belong here rather than here?

2. The language for destroying information when no longer necessary to fulfill the purpose is derived from NIST.


3. The proposed practicability standard for destruction allows an intentionally uncertain period in which destruction must take place.  Additional options include requiring a written plan for the destruction of unnecessary data and requiring compliance with the plan.


4. If possible, it might be appropriate to rename this provision Data Retention and Disposal (following the NIST document).
*****

1.8 Changes in the Service

A CSP that changes the terms of use of its identity service must promptly inform each Identity Subject of what changed and the purpose of the changes.
Drafter’s Notes and Questions

1. There is no comparable provision from ICAM or NIST.  The Privacy Act of 1974 requires agencies to publish notices in the Federal Register, with the type of notice depending on the type of change.


2. As drafted, this provision follows the original language mostly, but that language does not provide any meaningful direction to CSPs.  It is not clear whether actual notice is a requirement, whether just sending notice is sufficient, or even if confirmation of receipt of a change notice is required.  The language says promptly, but this is a weasel word that provide no real direction.  Does it mean before or after the changes takes effect?

3. There are many issues hidden in notice/policy changes.  First, must a CSP expressly reserve the right to change its policy?  HIPAA requires covered entities to do so because change is inevitable, and effectively saying so in a privacy notice is a good policy.


4. Second, should changes apply to all existing and future data or should changes be prospective only?  Applying changes prospectively means that different policies may apply to data collected at different times.  As a practical matter, a prospective change policy is an administrative nightmare.  HIPAA wisely requires that changes apply to all data, present and future.  


5. Third, should the notice requirement differ depending whether a change is material or not?  Suppose that a CSP changes the name or title of its privacy officer.  Compare that to a change that would permit a CSP to use personal information for marketing when the previous policy did not allow marketing uses.  Should the same notice obligation attach to each change?  The best answer is probably not, and minor or immaterial changes might have a different notice procedure or perhaps none at all.


6. Fourth, how is notice to be conveyed to users?  There are many options, and they include a) individual notice via snail mail or email; b) notice to the last known email address, with no further obligation if that address is not good;  c) through a change in a website policy; d) through a change in the website policy with a highlighted indication of the change on the website’s home page or other appropriate page that a user would routinely see; e) at the user’s next interface with the CSP, with or without a requirement that receipt was received or accepted by the user.  All options have their costs and problems.  The simplest is notice on the website where a user would see it, with a highlighting feature that remains for a fixed period before and after the change.  However, that option may be the least informative for users.


7. Fifth, when do changes take effect?  Should there be a requirement that notice only take effect 30 days after users are told?  Should notices take effect immediately upon posting at a website?  As a practical matter – and this is especially true when notices change as a result of new laws – the time that the change must take place is fixed, and data controllers do not always manage to provide advance notice even when they promised to do so.  Should soft promises of notice be acceptable (we will make every attempt to notify you in advance but we cannot promise to do so always)?

8. Sixth, can a change affect a choice made by a user?  If a user opted out, can a change treat that user as having opted in without actual notice or agreement?  This type of change could occur if a new law takes effect.


9. Seventh, should a CSP be required to maintain a public change history so that anyone can see how a policy has changed over time?


10. Here is a comprehensive alternative proposal that addresses and balances the various interests involved in changing policies:

A CSP must


a) reserve in its terms of service the right to change the terms and to make the change effective for all information previously collected;


b) to the greatest extent practicable, provide effective advance notice of a material change that would affect the rights or interests of an Identity Subject, with individual notice to an Identity Subject required if a change would alter a choice make by the Identity Subject;


c) provide for a reasonable period before and after the effective date of a non-material change, notice of the change through a dated and highlighted posting on the CSP’s website at one or more places where an Identity Subject would be most likely to see the notice of change;


d) include a date and version number for its terms of service;

e) maintain as part of its terms of service a history showing the date and nature of all changes made previously;


f) if practicable, make a material change effective no sooner than 30 days after providing notice of a change.
*****

1.9 Dispute Resolution

A CSP must


a) promptly allow an identity subject to review and have a copy of any information about the identity subject maintained by the CSP, except for information specifically compiled in reasonable anticipation of a civil action or proceeding;


b) promptly allow an identity subject to request an amendment of any information that the Identity Subject could review under paragraph a) that the identity subject believes is not accurate, relevant, timely, or complete;


c) allow an identity subject whose request under paragraphs a) or b) was not compiled with in full to file an appeal of the denial with a designated official of the CSP, and provide the identity subject with a written response to the appeal within 30 days of receipt;


d) establish a process for sharing any amendments with those recipients of the unamended information designed by the identity subject;


e) establish a fair dispute resolution process for any complaint made by an identity subject about a failure of the CSP to comply with its terms of service or any other applicable requirements.
Drafter’s Notes and Questions

• There is no corresponding provision in ICAM, but NIST has an extensive access, redress, and complaint standard.


• The original Kantara language had compressed many elements in one long sentence.  The version here unpacks the elements into separate paragraphs.  It also uses more standard Fair Information Practices terminology.

*****

1.10 Technology Requirements

A CSP that engages in any identity transaction with a government application must comply with one or more of the ICAM-approved Authentication Schemes.  (See http://www.idmanagement.gov  for the current list of technology protocols from which to choose.)
Drafter’s Notes and Questions

• There is no comparable provision in ICAM or NIST.

*****

Other ICAM or NIST Elements Not Addressed Above

1. ICAM 2.1.7 Identity Provider Bona Fides


This provision applies to Trust Framework Providers and not to CSPs.

2. NIST AP-1 AUTHORITY TO COLLECT


This provision addresses the legal authority that permits the collection, use, maintenance, and sharing of PII.  It does not seem relevant to CSPs.

3. NIST UL-3 SYSTEM DESIGN AND DEVELOPMENT


This provision addresses information system design and compliance with the Privacy Act of 1974.  It does not seem relevant to CSPs.

4. NIST DI-1 DATA QUALITY


This provision addresses some specific Privacy Act of 1974 requirements.  Generally accepted Fair Information Practices include a data quality standard, and it is possible that a specific data quality requirement could be imposed on a CSP by requiring it to meet standards for accuracy, relevance, timeliness, and completeness.  However, a general statement of that type would have little meaning, and one can argue that the access and amendment procedure addresses data quality adequately.

5. NIST DI-2 DATA INTEGRITY


This provision addresses security issues, which are dealt with otherwise for CSPs.  It also addresses a specific provision of the Privacy Act of 1974 (establishment of a data integrity board) not applicable to CSPs.

6. NIST SE-1 INVENTORY OF PERSONALLY IDENTIFIABLE INFORMATION


This provision calls for the maintenance of an inventory of PII, a requirement that seems unnecessary for CSPs.

7. NIST SE-2 PRIVACY INCIDENT RESPONSE


This provision for the establishment of a Privacy Incident Response Plan is something that is not a specific element of Fair Information Practices.  Having a plan is probably a good idea – especially in an era of security breach notification laws – but its inclusion in the Kantara requirements is possibly best left to the discretion of CSPs.

8. NIST AR-1 GOVERNANCE AND PRIVACY PROGRAM

This provision calls for the establishment of a Chief Privacy Office and other privacy planning and budgeting documents.  It has a distinct government agency flavor and seems too detailed for CSPs.

9. NIST AR-2 PRIVACY IMPACT AND RISK ASSESSMENT

This provision implements a specific federal requirement for conducting privacy impact assessments prior to certain activities.  While PIAs are a good idea generally, mandating them for CSPs that operate in a narrow framework seems unnecessary.

10. NIST AR-3 PRIVACY REQUIREMENTS FOR CONTRACTORS AND SERVICE PROVIDERS

This provision implements a specific Privacy Act of 1974 requirement to apply some privacy rules to some agency contractors.  This does not apply to CSPs.  However, it is possible to mandate that a CSP include contractual controls for CSP’s service providers.  This point is discussed in the drafter’s notes to section 1.5.

11. NIST AR-4 PRIVACY MONITORING AND AUDITING

This provision calls for privacy auditing.  Auditing is one of several types of accountability measures consistent with Fair Information Practices.  There is nothing in the Kantara standards – other than dispute resolution – that addresses accountability, and it would be possible to add additional accountability measures.  However, since there will a review of CSP operations anyway, this may be unnecessary.
12. NIST AR-5 PRIVACY AWARENESS AND TRAINING

This provision implements requirements of the Privacy Act of 1974 for training staff in privacy.  Staff privacy training is a type of accountability measure and could be included in the Kantara requirements.

13. NIST AR-6 PRIVACY REPORTING

This provision addresses specific internal government reporting.  It is not relevant to CSPs.
